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WebRTC Transport Performance Tests

Basic performance tests were run comparing the webrtc transport to the existing tcp transport. There are two

test scenarios:

Scenario 1:

1. Server listens on webrtc or tcp multiaddress.

2. A client dials 10 connections, with 1000 streams per connection to the server.

• Connections are ramped up at the rate of 1 connection/sec.

• Streams are created at the rate of 10 streams/sec.

• This is done to ensure the webrtc transport's in�ight request limiting does not start rejecting connections.

1. The client opens streams to the server and runs the echo protocol writing 2KB/s per stream (1 KB every

500ms).

Scenario 2:

1. Server listens on webrtc or tcp multiaddress.

2. A client dials 100 connections, with 100 streams per connection to the server.

• Connections are ramped up at the rate of 1 connection/sec.

• Streams are created at the rate of 10 streams/sec.

• This is done to ensure the webrtc transport's in�ight request limiting does not start rejecting connections.

1. The client opens streams to the server and runs the echo protocol writing 2KB/s per stream (1 KB every

500ms).

Hardware: Both the client and server are AWS c5.2xlarge instances on the same VPC. The con�guration is 8vCPUs

and 16GiB RAM.

[Scenario 1][WebRTC] Aggregate CPU usage b…
Jan 13, 8:50 pm – Jan 13, 9:08 pm
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[Scenario 1][TCP] Aggregate CPU usage by clie…
Jan 13, 8:35 pm – Jan 13, 8:47 pm

[Scenario 2][WebRTC] Aggregate CPU usage b…
Jan 14, 10:40 am – Jan 14, 10:45 am

[Scenario 2][TCP] Aggregate CPU usage by clie…
Jan 14, 11:03 am – Jan 14, 11:08 am

12m

5m

5m



[Scenario 2][QUIC] Aggregate CPU usage by cl…
Jan 16, 1:10 pm – Jan 16, 1:20 pm

[Scenario 2] Comparative
Jan 16, 3:52 pm – Jan 16, 3:59 pm

Results

• In Scenario 1, where the number of streams to connection ratio is high, WebRTC uses 6 - 7 times more CPU

and 3 - 4 times more memory than TCP.

• In Scenario 2, where the number of connections is higher while maintaining the total number of streams,

WebRTC uses 4 times as much CPU but memory usage increases to 4 times as much as TCP.

• In Scenario 2, compared to QUIC, WebRTC uses 2.2 times more CPU and 3 times more memory.
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